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    Introduction 
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• Composite Function Optimization Problem 

• Assumption 

•        

•        
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• Existing Solution: Proximal Gradient Method 

• Optimization Problem 



 Introduction: Motivation 
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    Introduction 

Our matrix splitting method significantly outperforms existing popular 

proximal gradient methods in term of both efficiency and efficacy. 

• A Toy Problem 
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• Optimality Condition  Fixed-Point 

• Fixed-Point Iterative Scheme 

    Proposed Matrix Splitting Method 



• How to compute operator             ? 
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• Using forward substitution ! 

• It reduces to 1-dimensional sub-problem 

    Proposed Matrix Splitting Method 



 

• Convergence Results 
• Monotone Non-increasing and Convergent 

 

 

• Q-linear Convergence Rate 

 

 

 

• Iteration Complexity 
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• Condition 
• Simple Choice: 

    Proposed Matrix Splitting Method 
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• Using the same method to compute 
• It reduces to solve: 

    Extensions: Nonconvex Case 

 

• Convergence Result 
• Monotonically Nonincreasing and Convergent 

 

 

• Condition 
• Simple Choice: 
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    Extensions: Matrix Case 

• Applications: NMF, Sparse Coding 

• Using the same method to decompose A 

 

 

• Solve the following nonlinear equation w.r.t. Z*: 

 

 

• It can be decomposed into independent components. 
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    Extensions: Non-quadratic Case 

Quadratic Surrogate (Second Order Upper Bound) 

Line Search (as in Damped Newton) 

Majorization Minimization 
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    Experiments on NMF 
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    Experiments on      Sparse Coding 
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    Future Work 

• Further Acceleration 

• Nesterov’s Momentum Strategy 

• Richardson’s Extrapolation Strategy 

• When A is Sparse  Sparse Gaussian Elimination  

• Linearized ADMM  Triangle Proximal ADMM 

• Matrix Splitting  Operator Splitting 



Thank you! 
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